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ABSTRACT
When a person is not satisfied with how a robot performs a task,
they can intervene to correct it. Reward learning methods enable
the robot to adapt its reward function online based on such human
input, but they rely on handcrafted features. When the correction
cannot be explained by these features, recent work in deep Inverse
Reinforcement Learning (IRL) suggests that the robot could ask for
task demonstrations and recover a reward defined over the raw state
space. Our insight is that rather than implicitly learning about the
missing feature(s) from demonstrations, the robot should instead
ask for data that explicitly teaches it about what it is missing. We
introduce a new type of human input in which the person guides the
robot from states where the feature being taught is highly expressed
to states where it is not. We propose an algorithm for learning the
feature from the raw state space and integrating it into the reward
function. By focusing the human input on the missing feature, our
method decreases sample complexity and improves generalization
of the learned reward over the above deep IRL baseline. We show
this in experiments with a physical 7DOF robot manipulator, as
well as in a user study conducted in a simulated environment.
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1 INTRODUCTION
When we deploy robots in human environments, they have to be
able to adapt their reward functions to human preferences. For
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Figure 1: (Left) After the robot detects that its feature space
cannot explain the human’s input, the person attempts to
teach it the concept of distance from the laptop. (Right) The
robot queries the human for feature traces that teach it the
missing feature and adapts the reward to account for it.

instance in the scenario in Fig. 1, the robot was carrying the cup
over the laptop, risking a spill, and the person intervened to correct
it. Recent methods interpret such corrections as evidence about the
human’s desired preference for how to complete the task, enabling
the robot to update its reward function online [2, 3, 18].

Because they have to perform updates online from very little
input, these methods resort to representing the reward as a linear
function of a small set of hand-engineered features. Unfortunately,
this puts too much burden on system designers: specifying a priori
an exhaustive set of all the features that end-users might care about
is impossible for real-world tasks. While prior work has enabled
robots to at least detect that the features it has access to cannot
explain the human’s input [5], it is still unclear how the robot
might then construct a feature that can explain it. A natural answer
is in deep IRL methods [11, 20, 29], which learn rewards defined
directly on the high-dimensional raw state (or observation) space,
thereby constructing features automatically. When the robot can’t
make sense of the human input, it can ask for demonstrations of
the task, and learn a reward over not just the known features, but
also the raw state space. On the bright side, the learned reward
would now be able to explain the demonstrations. On the downside,
this may come at the cost of losing generalization when venturing
sufficiently far from the demonstrations [14, 24].

In this work, we propose an alternative to relying on demonstra-
tions: we can co-design the learner together with the type of human
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feedback we ask for. Our insight is that instead of learning about
the missing feature(s) implicitly through the optimal actions, the
robot should ask for data that explicitly teaches it what is missing.
We introduce a new type of human input, which we call feature
traces – partial trajectories that describe the monotonic evolution
of the value of the feature to be learned. To provide a feature trace,
the person guides the robot from states where the missing feature
is highly expressed to states where it is not, in a monotonic fashion.

Looking back at Fig. 1, the person teaches the robot to avoid
the laptop by giving a few feature traces: she starts with the arm
above the laptop and moves it away until comfortable with the
distance from the object. We introduce a reward learning algorithm
that harvests the structure inherent to feature traces and uses it to
efficiently train a generalizable aspect of the reward: in our example,
the distance from the laptop. In experiments on a 7DoF robot arm
and in a user study, we find that by taking control of not only the
algorithm but also the kind of data it can receive, our method is able
to recover more generalizable rewards with much less human input
compared to a learning from demonstrations baseline. Although
showcased in manipulation, our method should be useful in any
scenarios where it is difficult to pre-specify the features the person
may care about: in collaborative manufacturing users might care
about the rotation of the object handed over, although the robot
was only programmed to consider the position, or in autonomous
driving passengers may care about how fast to drive through curves.

Finally, we discuss our method’s potential implications for the
general deep reward learning community. Feature traces enable
humans to teach robots about salient aspects of the reward in an in-
tuitive way, making it easier to learn overall rewards. This suggests
that taking a divide-and-conquer approach focusing on learning
important features separately before learning the reward could
benefit IRL generalization and sample complexity. Although more
work is needed to teach difficult features with even less supervision,
we are excited to have taken a step towards better disambiguat-
ing complex reward functions that explain human inputs such as
demonstrations in the context of reward learning.

2 METHOD
A standard way to teach the robot a reward function over raw state
is to provide demonstrations and have the robot learn via deep IRL
[11, 29]. Our method introduces a divide-and-conquer alternative,
where users can teach the robot explicitly about features that are
important, rather than implicitly through full task demonstrations.
We assume the robot has access to an initial feature set defined over
states ®𝜙 (𝑠), and is optimizing its current estimate of the reward
function, 𝑟𝜃 ( ®𝜙 (𝑠)). Here, 𝜃 is a vector of parameters specifying
how the features combine. If the robot is not executing the task
according to the person’s preferences, the human can intervene
with input 𝑎𝐻 . For instance, 𝑎𝐻 might be an external torque that
the person applies to change the robot’s current configuration. Or,
they might stop the robot and kinesthetically demonstrate the task,
resulting in a trajectory. Building on prior work, we assume the
robot can evaluate whether its existing feature space can explain
the human input (Sec. 2.4). If it can, the robot directly updates its
reward function parameters 𝜃 , also in line with prior work [2, 23]
(Sec. 2.3). But what if it can not? Below, we introduce a method for

augmenting the robot’s feature space by soliciting further feature-
specific human input (Sec. 2.1) and using it to learn a new mapping
directly from the raw state space (Sec. 2.2). 1

2.1 Collecting Feature Traces from Humans
A state feature is an arbitrary complex mapping 𝜙 (𝑠) : R𝑑 → [0, 1].
To teach a non-linear representation of 𝜙 with little data, we have
to balance getting informative inputs and not placing too much
burden on the human. As such, we introduce feature traces 𝜉 = 𝑠0:𝑛 ,
a novel type of human input defined as a sequence of 𝑛 states mono-
tonically decreasing in feature value, i.e. 𝜙 (𝑠𝑖 ) ≥ 𝜙 (𝑠 𝑗 ),∀𝑖 < 𝑗 .
When learning a feature, the robot queries the human for a set Ξ
of 𝑁 traces. The person gives a trace by simply moving the system
from any state 𝑠0 to an end state, noisily ensuring monotonicity.
Our method, thus, only requires an interface for communicating
ordered preferences over states: kinesthetic teaching is useful for
household or small industrial robots, while teleoperation and simu-
lation interfaces may be better for larger systems. Because feature
learning was triggered by a correction, it is fair to assume that the
human knows what aspect of the task they were trying to correct.

To illustrate how a human might offer feature traces, let’s turn
again to Fig. 1. Here, the person is teaching the robot to keep the
mug away from the laptop. The person starts a trace at 𝑠0 by placing
the end-effector close to the object center, then leads the robot away
from the laptop to 𝑠𝑛 . Our method works best when the person
tries to be informative, i.e. covers diverse areas of the space: the
traces illustrated move radially in all directions and start at different
heights. While for some features, like distance from an object, it is
easy to be informative, for others, like slowing down near objects,
it might be more difficult. We explore how easy it is for users to
be informative in our study in Sec. 4, with encouraging findings.
Further, this limitation can be potentially alleviated using active
learning, thereby shifting the burden away from the human to
select informative traces, onto the robot to make queries for traces
by proposing informative starting states. For instance, the robot
could fit an ensemble of functions from traces online, and query
for new traces from states where the ensemble disagrees [25].

The power of feature traces lies in their inherent structure. Our
algorithm, thus, makes certain assumptions to harvest this structure
for learning. First, we assume that the feature values of states along
the collected traces 𝜉 ∈ Ξ are monotonically decreasing. Since
humans are imperfect, we allow users to violate this assumption
by modeling them as noisily rational, following the classic Bradley
Terry and Luce-Shepard models of preference [6, 21]:

𝑃 (𝑠 ≻ 𝑠 ′) = 𝑃 (𝜙 (𝑠) > 𝜙 (𝑠 ′)) = 𝑒𝜙 (𝑠)

𝑒𝜙 (𝑠) + 𝑒𝜙 (𝑠′)
. (1)

Our method also assumes by default that 𝜙 (𝑠0) ≈ 1 and 𝜙 (𝑠𝑛) ≈ 0,
meaning the human starts in a state 𝑠0 where the missing feature is
highly expressed, then leads the system to a state 𝑠𝑛 along decreas-
ing feature values. Since in some situations providing a 1-0 trace is
difficult, our algorithm optionally allows the human to give labels
𝑙0, 𝑙𝑛 ∈ [0, 1]2 for the respective feature values.
1Prior work proposed tackling this issue by determining which linear feature to add
[16], iterative boosting [22], or constructing binary features [8, 19]. We instead focus
on unknown features that can be non-binary, non-linear functions of the raw state.
2Since providing decimal labels is difficult, the person gives a rating between 0 and 10.
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2.2 Learning a Feature Function
We represent the missing feature by a neural network𝜙𝜓 (𝑠) : R𝑑 →
[0, 1] . We use the feature traces 𝜉 , their inherent monotonicity, and
the approximate knowledge about 𝜙 (𝑠0) and 𝜙 (𝑠𝑛) to train 𝜙𝜓 .

Using Eq. 1, we frame feature learning as a classification prob-
lem with a Maximum Likelihood objective over a dataset of tuples
(𝑠, 𝑠 ′, 𝑦) ∈ D, where 𝑦 ∈ {0, 0.5, 1} is a label indicating which state
has higher feature value. First, due to monotonicity along a feature
trace 𝜉 = (𝑠0, 𝑠1, . . . , 𝑠𝑛), we have 𝜙𝜓 (𝑠𝑖 ) ≥ 𝜙𝜓 (𝑠 𝑗 ),∀𝑗 > 𝑖 , so 𝑦 = 1
if 𝑗 > 𝑖 and 0 otherwise. This results in

( (𝑛+1)
2

)
tuples per trace,

which encourage feature values to decrease monotonically along a
trace, but they alone don’t enforce the same start and end values
across traces. Thus, we encode that 𝜙 (𝑠0) ≈ 1 and 𝜙 (𝑠𝑛) ≈ 0 for
all 𝜉 ∈ Ξ by encouraging indistinguishable feature values at the
starts and ends of traces as (𝑠𝑖0, 𝑠

𝑗

0, 0.5), (𝑠
𝑖
𝑛, 𝑠

𝑗
𝑛, 0.5) ∀ 𝜉𝑖 , 𝜉 𝑗 ∈ Ξ, 𝑖 ≠

𝑗, 𝑖 > 𝑗 . This results in a total dataset of |D| = ∑𝑁
𝑖=1

( (𝑛𝑖+1)
2

)
+ 2

(𝑁
2
)

that is already significantly large for a small set of feature traces.
The final cross-entropy loss 𝐿(𝜓 ) is then given by:

−
∑

(𝑠,𝑠′,𝑦) ∈D
𝑦 log(𝑃 (𝑠 ≻ 𝑠 ′)) + (1 − 𝑦) log(1 − 𝑃 (𝑠 ≻ 𝑠 ′)) (2)

which expands into the sum of a monotonicity loss for 𝑠 ≻ 𝑠 ′ and
an indistinguishability loss for 𝑠 ∼ 𝑠 ′:

−
∑
𝑠≻𝑠′

log
𝑒𝜙𝜓 (𝑠)

𝑒𝜙𝜓 (𝑠
′) + 𝑒𝜙𝜓 (𝑠)

− 1
2

∑
𝑠∼𝑠′

log
𝑒𝜙𝜓 (𝑠)+𝜙𝜓 (𝑠

′)

(𝑒𝜙𝜓 (𝑠) + 𝑒𝜙𝜓 (𝑠′) )2
. (3)

The optional labels 𝑙0, 𝑙𝑛 are incorporated as bonus for 𝑠0, 𝑠𝑛 as
𝜙𝜓 (𝑠0)′ = 𝜙𝜓 (𝑠0) − 𝑙0 and 𝜙𝜓 (𝑠𝑛)′ = 𝜙𝜓 (𝑠𝑛) + (1− 𝑙𝑛) to encourage
the labeled feature values to approach the labels. Similar preference
learning has been used in imitation and reward learning [9, 17].
The key differences are that the loss in (3) is over feature functions
not rewards, and that preferences are provided via feature traces.

2.3 Online Reward Update
Once we have a new feature, the robot updates its feature vector
®𝜙 ← ( ®𝜙, 𝜙𝜓 ). At this point, the robot goes back to the original
human input 𝑎𝐻 that previously could not be explained by the old
features and uses it to update its estimate of the reward parameters
𝜃 . Here, any prior work on online reward learning from user input is
applicable, but we highlight one example to complete the exposition.

For instance, take the setting where the human’s input 𝑎𝐻 was
an external torque, applied as the robot was tracking a trajectory
𝜏 that was optimal under its current reward. Prior work [2] has
modeled this as inducing a deformed trajectory 𝜏𝐻 , by propagating
the change in configuration to the rest of the trajectory. Further, let
𝜃 define linear weights on the features. Then, the robot updates its
estimate 𝜃 in the direction of the feature change from 𝜏 to 𝜏𝐻

𝜃 ′ = 𝜃 − 𝛼
( ∑
𝑠∈𝜏𝐻

®𝜙 (𝑠) −
∑
𝑠∈𝜏
®𝜙 (𝑠)

)
= 𝜃 − 𝛼

(
Φ(𝜏𝐻 ) − Φ(𝜏)

)
, (4)

where Φ is the cumulative feature sum along a trajectory. If instead,
the human intervened with a full demonstration, work on online
learning from demonstrations (Sec. 3.2 in [23]) has derived the same
update with 𝜏𝐻 now the human demonstration. In our implementa-
tion, we use corrections and follow [3], which shows that people

Algorithm 1: Feature Expansive Reward Learning (FERL)

Input: Features ®𝜙 = [𝜙1, . . . , 𝜙 𝑓 ], weight 𝜃 , confidence
threshold 𝜖 , robot trajectory 𝜏 , 𝑁 number of queries.

while executing 𝜏 do
if 𝑎𝐻 then

𝛽 ← estimate_confidence(𝑎𝐻 ) as in Sec. 2.4.
if 𝛽 < 𝜖 then

Ξ = {}
for 𝑖 ← 1 to 𝑁 do

𝜉 ← query_feature_trace() as in Sec. 2.1.
Ξ← Ξ ∪ 𝜉 .

𝜙𝑛𝑒𝑤 ← learn_feature(Ξ) as in Sec. 2.2.
®𝜙 ← ( ®𝜙, 𝜙𝑛𝑒𝑤), 𝜃 ← (𝜃, 0.0).

𝜃 ← update_reward(𝑎𝐻 ) as in Sec. 2.3.
𝜏 ← replan_trajectory(𝜃 ).

more easily correct one feature at a time, and only update the 𝜃
index corresponding to the feature that changes the most (after
feature learning this is the newly learned feature). After the update,
the robot replans its trajectory using the new reward.

2.4 Confidence Estimation
We lastly have to detect that a feature is missing in the first place.
Prior work does so by looking at how people’s choices are modeled
via the Boltzmann noisily-rational decision model:

𝑃 (𝜏𝐻 | 𝜃, 𝛽) =
𝑒𝛽𝑅𝜃 (𝜏𝐻 )∫

𝜏𝐻
𝑒𝛽𝑅𝜃 (𝜏𝐻 )𝑑𝜏𝐻

, (5)

where the human picks trajectories proportional to their exponen-
tiated reward [4, 28]. Here, 𝛽 ∈ [0,∞) controls how much the
robot expects to observe human input consistent with its feature
space. Typically, 𝛽 is fixed, recovering the Maximum Entropy IRL
[30] observation model. Inspired by work in [5, 12, 13], we instead
reinterpret it as a confidence in the robot’s features’ ability to ex-
plain human data. To detect missing features, we estimate 𝛽 via a
Bayesian belief update 𝑏 ′(𝜃, 𝛽) ∝ 𝑃 (𝜏𝐻 | 𝜃, 𝛽)𝑏 (𝜃, 𝛽). If 𝛽 is above a
threshold 𝜖 , the robot updates the reward as usual with its current
features; if 𝛽 < 𝜖 , the features are insufficient and the robot enters
feature learning mode. Algorithm 1 summarizes the full procedure.

3 FERL ANALYSIS WITH EXPERT USERS
We first analyze our method (FERL) with real robot data collected
from an expert – a person familiar with how the algorithm works –
to sanity check its benefits relative to standard reward learning. We
will test FERL with non-experts – people not familiar with FERL
but are taught to use it – in a user study in Sec. 4.

3.1 Feature Learning
Before investigating the benefits of FERL for reward learning, we
analyze the quality of the features it can learn. We present results
for six different features of varying complexity.

3.1.1 Experimental Design. We conduct our experiments on a 7-
DoF JACO robotic arm. We investigate six features that arise in the
context of personal robotics: a) table: distance of the End-Effector
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Figure 2: Visualization of the experimental setup, learned
feature values 𝜙𝜓 (𝑠), and training feature traces 𝜉 for table
(up) and laptop (down). We display the feature values 𝜙𝜓 (𝑠)
for states 𝑠 sampled from the reachable set of the 7DoF arm,
as well as their projections onto the 𝑦𝑧 and 𝑥𝑦 planes.

(EE) to the table; b) coffee: keeping the coffee cup upright; c) laptop:
0.3 meter 𝑥𝑦-plane distance of the EE to a laptop position, to avoid
passing over the laptop at any height; d) test laptop location: same
as laptop but the test position differs from the training ones; e)
proxemics: keeping the EE away from the human, more so when
moving in front of them, and less so when moving on their side; f)
between objects: 0.2 meter 𝑥𝑦-plane distance of the EE to two objects
– the feature penalizes collision with objects, and, to a lesser extent,
passing in between the two objects. This feature requires some
traces with explicit labels 𝑙0, 𝑙𝑛 . We approximate all features 𝜙𝜓 by
small neural networks (2 layers, 64 units each), and train them on a
set Ξ of feature traces using stochastic gradient descent. Our raw
state space consists of the 27D 𝑥𝑦𝑧 positions of all robot joints and
objects in the scene, and the rotation matrix of the EE.

For each feature, we collected a set F of 20 feature traces (40 for
the complex test laptop location and between objects) from which
we sample subsets Ξ ∈ F for training. We determine for each
feature what an informative and intuitive set of traces would be,
i.e. how to choose the starting states to cover enough of the space.
As described in Sec. 2.1, the human teaching the feature starts at a
state where the feature is highly expressed, e.g. for laptop that is
the EE positioned above the laptop. They then move the EE away
until the distance is equal to the desired radius. They do this for a
few different directions and heights to provide a diverse dataset.

Manipulated Variables. We test feature learning by manipulating
the number of traces 𝑁 the learner gets access to. We would like to
see trends in how the quality of the learned features changes with
more or less data available.
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Figure 3: The plots display the ground truth 𝜙True (top rows)
and learned feature values 𝜙𝜓 (bottom rows) over STest, av-
eraged and projected onto a representative 2D subspace: the
𝑥𝑦-plane, the 𝑦𝑧-plane (table), and the 𝑥𝑧 orientation plane
for coffee (the arrow represents the cup upright).

Dependent Measures. After training a feature 𝜙𝜓 , we measure er-
ror compared to the ground truth feature 𝜙True that the expert tries
to teach, on a test set of states STest. To form STest, we uniformly
sample 10,000 states from the robot’s reachable set. Importantly,
many of these test points are far from the training traces, probing
the generalization of the learned features 𝜙𝜓 . We measure error
via the Mean-Squared-Error (MSE), MSE = 1

|STest |
∑
STest | |𝜙𝜓 (𝑠) −

𝜙True (𝑠) | |2. To ground the MSE values, we normalize them with
the mean MSE of a randomly initialized untrained feature function,
MSEnorm = MSE

MSErandom , hence a value of 1.0 equals random perfor-
mance. For each number of feature traces 𝑁 , we run 10 experiments
sampling different traces from F , and calculate MSEnorm.

Hypotheses.
H1: With enough data, FERL learns good features.
H2: FERL learns increasingly better features with more data.
H3: FERL becomes less input-sensitive with more data.

3.1.2 Qualitative results. We first inspect the results qualitatively,
for 𝑁 =10. In Fig. 2 we show the learned table and laptop features
𝜙𝜓 by visualizing the position of the EE for all 10,000 points in
our test set. The color of the points encodes the learned feature
values 𝜙𝜓 (𝑠) from low (blue) to high (yellow): table is highest when
the EE is farthest, while laptop peaks when the EE is above the
laptop. In Fig. 3, we illustrate the Ground Truth (GT) feature values
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Figure 4: For each feature, we show the MSEnorm mean and
standard error across 10 random seeds with an increasing
number of traces (orange) compared to random (gray).

𝜙True and the trained features 𝜙𝜓 by projecting the test points on
2D sub-spaces and plotting the average feature value per 2D grid
point. For Euclidean features we used the EE’s xy-plane or yz-
plane (table), and for coffee we project the 𝑥-axis basis vector of the
EE after forward kinematic rotations onto the xz-plane (arrow up
represents the cup upright). White pixels are an artifact of sampling.

We observe that 𝜙𝜓 resembles 𝜙True very well for most features.
Our most complex feature, between objects, does not recreate the
GT as well, although it does learn the general shape. However,
in smaller raw input space it is able to learn the fine-grained GT
structure. This implies that spurious correlation in input space is a
problem, hence for complex features more data or active learning
methods to collect informative traces are required.

3.1.3 Quantitative analysis. Fig. 4 displays the means and standard
errors across 10 seeds for each feature with data increase. To test
H1, we look at the errors with the maximum amount of data. Indeed,
FERL achieves small errors, put in context by the comparison with
the error a random feature incurs (gray line). This is confirmed
by an ANOVA with random vs. FERL as a factor and the feature
ID as a covariate, finding a significant main effect (𝐹 (1, 113) =

372.0123, 𝑝 < .0001). In line with H2, most features have decreasing
error with increasing data. Indeed, an ANOVA with amount of data
as a factor and feature ID as a covariate found a significant main
effect (𝐹 (8, 526) = 21.1407, 𝑝 < .0001). Lastly, in line with H3, we
see that the standard error on the mean decreases when FERL gets
more data. To test this, we ran an ANOVAwith the standard error as
the dependent measure and the amount of data as a factor, finding
a significant main effect (𝐹 (8, 45) = 3.098, 𝑝 = .0072). In summary,
the qualitative and quantitative results support our hypotheses and
suggest that our method requires few traces to reliably learn feature
functions 𝜙𝜓 that generalize well to states not seen during training.

3.2 Reward Learning
To evaluate FERL for reward learning, we compare it to a deep IRL
baseline.

3.2.1 Experimental Setup. We run experiments on the robot arm
in three settings in which two features are known (𝜙coffee, 𝜙known)
and one feature is unknown. In all tasks, the true reward is 𝑟true=
(0, 10, 10) (𝜙coffee, 𝜙known, 𝜙unknown)𝑇 . We include 𝜙coffee with zero
weight to evaluate if the methods can learn to ignore irrelevant
features. In task 1, 𝜙laptop is unknown and the known feature is
𝜙table; in task 2, 𝜙table is unknown and 𝜙laptop is known; and in task
3, 𝜙proxemics is unknown and 𝜙table is known.

Manipulated Variables. We manipulated the learning method
with 2 levels: FERL and an adapted Maximum Entropy Inverse
Reinforcement Learning (ME-IRL) baseline [11, 29, 30] learning a
deep reward function from demonstrations. We model the ME-IRL
reward function 𝑟𝜔 as a neural network with 2 layers, 128 units
each. For a fair comparison, we gave 𝑟𝜔 access to the known fea-
tures: once the 27D Euclidean input is mapped to a final neuron, a
last layer combines it with the known feature vector.

Also for a fair comparison, we took great care to collect a set
of demonstrations for ME-IRL designed to be as informative as
possible: we chose diverse start and goal configurations for the
demonstrations, and focused some of them on the unknown feature
and some on learning a combination between features. Moreover,
FERL and ME-IRL rely on different input types: FERL on feature
traces 𝜉 and pushes 𝑎𝐻 and ME-IRL on a set of near-optimal demon-
strationsD∗. To level the amount of data each method has access to,
we collected the traces Ξ and demonstrationsD∗ such that ME-IRL
has more data points: the average number of states per demonstra-
tion/trace in our experiments were 61 and 39, respectively.

The gradient of the ME-IRL objective with respect to the reward
parameters 𝜔 can be estimated by: ∇𝜔L≈ 1

|D∗ |
∑
𝜏 ∈D∗∇𝜔𝑅𝜔 (𝜏)−

1
|D𝜔 |

∑
𝜏 ∈D𝜔∇𝜔𝑅𝜔 (𝜏) [11, 29]. Here, 𝑅𝜔 (𝜏) =

∑
𝑠∈𝜏𝑟𝜔 (𝑠) is the

parametrized reward, D∗ the set of expert demonstrations, and
D𝜔 are trajectory samples from the 𝑟𝜔 induced near optimal policy.
We use TrajOpt [27] to obtain the current set of samples D𝜔 .

Dependent Measures. We compare the two reward learning meth-
ods across two metrics commonly used in the IRL literature [7]:
1) Reward Accuracy: how close to GT the learned reward is, and
2) Behavior Accuracy: how well do the behaviors induced by the
learned rewards compare to the GT optimal behavior, measured
by evaluating the induced trajectories on GT reward. For Reward
Accuracy, we vary the number of traces / demonstrations each
learner gets access to, and measure the MSE compared to the GT
reward on STest, similar to Sec. 3.1. For Behavior Accuracy, we train
FERL and ME-IRL with a set of 10 traces / demonstrations. We then
use TrajOpt [26] to produce optimal trajectories for 100 randomly
selected start-goal pairs under the learned rewards. We evaluate
the trajectories with the GT reward 𝑟true and divide by the reward
of the GT induced trajectory for easy relative comparison.

Hypotheses.
H4: FERL learns rewards that better generalize to the state space
than ME-IRL.
H5: FERL performance is less input-sensitive than ME-IRL.
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Figure 5: Visual comparison of the ground truth, FERL, and
ME-IRL rewards.

3.2.2 Qualitative Comparison. In Fig. 5, we show the learned FERL
and ME-IRL rewards as well as the GT for task 1 evaluated at the
test points. As we can see, by first learning the laptop feature and
then the reward on the extended feature vector, FERL is able to learn
a fine-grained reward structure closely resembling GT. Meanwhile,
ME-IRL learns some structure capturing where the laptop is, but
not enough to result in a good trade-off between the active features.

3.2.3 Quantitative Analysis. To compare RewardAccuracy, we show
in Fig. 6 the MSE mean and standard error across 10 seeds, with
increasing training data. We visualize results from all 3 tasks, with
FERL in orange and ME-IRL in gray. FERL is closer to GT than
ME-IRL no matter the amount of data, supporting H4. To test this,
we ran an ANOVA with learning method as the factor, and with the
task and data amount as covariates, and found a significant main
effect (F(1, 595) = 335.5253, p < .0001).

Additionally, the consistently decreasing MSE in Fig. 6 for FERL
suggests that our method gets better with more data; in contrast,
the same trend is inexistent with ME-IRL. Supporting H5, the high
standard error that ME-IRL displays implies that it is highly sensi-
tive to the demonstrations provided and the learned reward likely
overfits to the expert demonstrations. We ran an ANOVA with stan-
dard error as the dependent measure, focusing on the 𝑁 = 10 trials
which provide the maximum data to each method, with the learning
method as the factor and the task as a covariate. We found that
the learning method has a significant effect on the standard error
(F(1, 4) = 12.1027, p = .0254). With even more data, this shortcoming
of IRL might disappear; however, this would pose an additional
burden on the human, which our method successfully alleviates.

Lastly, we looked at Behavior Accuracy for the two methods. Fig.
7 illustrates the reward ratios to GT for all three tasks. The GT
ratio is 1 by default, and the closer to 1 the ratios are, the better the
performance because all rewards are negative. The figure further
supports H4, showing that FERL rewards produce trajectories that
are preferred under the GT reward over ME-IRL reward trajectories.
An ANOVA using the task as a coviarate reveals a significant main
effect for the learning method (F(1, 596) = 14.9816, p = .0001).

4 FERL USER STUDY
In Sec. 3, we analyzed FERL’s efficacy with expert data. We now
design a user study to test how well non-expert users can teach
features with FERL and how easily they can use the FERL protocol.

4.1 Feature Learning
We first collect user feature traces to learn FERL features, and we
later test their performance in reward learning in Sec. 4.2.
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Figure 6: MSE of FERL and ME-IRL to GT reward.
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Figure 7: Induced trajectories’ reward ratio.

4.1.1 Experimental Design. Due to COVID, we replicated our set-
up from Fig. 1 in a pybullet simulator [10] in which users can move
a 7 DoF JACO robotic arm using their cursor. Through the interface
in Fig. 8 (left), the users can drag the robot to provide feature traces,
and use the buttons for recording, saving, and discarding them.

The user study is split into two phases: familiarization and teach-
ing. In the first phase, we introduce the user to the task context, the
simulation interface, and how to provide feature traces through an
instruction video and a manual. Next, we describe and 3D visualize
the familiarization task feature human (0.3 meter 𝑥𝑦-plane distance
of the EE to the human position), after which we ask them to pro-
vide 10 feature traces to teach it. Lastly, we give the users a chance
to see what they did well and learn from their mistakes by showing
them a 3D visualization of their traces and the learned feature.

In the second phase, we ask users to teach the robot the three fea-
tures from Sec. 3.2: table, laptop, and proxemics. This time, we don’t
show the learned features until after all three tasks are complete.

Manipulated Variables. We manipulate the input type with three
levels: random, expert, and user. For random, we randomly initialize
12 feature functions per task; for expert, the authors collected 20
traces per task in the simulator, then subsampled 12 sets of 10 that
lead to features of similar MSEs to the ones in the physical setup
before; for user, each person provided 10 traces per task.

Dependent Measures. Our objective metric is the learned feature’s
MSE compared to the GT feature on STest, similar to Sec. 3. Addi-
tionally, to assess the users’ interaction experience we administered
the subjective 7-point Likert scale survey from Fig. 9, with some
items inspired by NASA-TLX [15]. After they provide the feature
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Figure 8: The user study simulator interface (left). MSE to GT feature comparing expert and non-expert users (middle). MSE
to GT reward for ME-IRL with physical demonstrations and FERL with user and expert features learned in simulation (right).

traces for all 3 tasks, we ask the top eight questions in Fig. 9. The
participants then see the 3D visualizations of their feature traces
and learned features, and we survey all 11 questions as in Fig. 9 to
see if their assessment changed.

Participants. We recruited 12 users (11 male, aged 18-30) from the
campus community to interact with our simulated JACO robot and
provide feature traces for the three tasks. All users had technical
background, so we caution that our results will speak to FERL’s
usability with this population rather than the general population.

Hypotheses. Using our objective and subjective metrics, we test:
H6: FERL learns good features even with non-expert user data.
H7: Users find it easy to think of traces to give the robot, believe
they understand how these traces influence the learned feature, be-
lieve they were successful teachers, and find our teaching protocol
intuitive (little mental/physical effort, time, or stress).

4.1.2 Analysis.

Objective. Fig. 8 (middle) summarizes the results by showing
how the MSE varies with each of our input types, for each task
feature. Right off the bat, we notice that in line with H6, the MSEs
for the user features are much closer to the expert level than to
random. We ran an ANOVA with input type as a factor and task as
a covariate, finding a significant main effect (F(2, 103) = 132.7505, p
< .0001). We then ran a Tukey HSD post-hoc, which showed that the
MSE for random input was significantly higher than both expert
(p < .0001) and user (p < .0001), and found no significant difference
between expert and user (p = .0964). While this does not mean
that user features are as good as expert features (we expect some
degradation in performance when going to non-experts), it shows
that they are substantially closer to them than to random, i.e. the
user features maintain a lot of signal despite this degradation.

Subjective. In Fig. 9, we see the Likert survey scores before and
after the users saw the teaching results. For every question, we
report 2-sided t-tests against the neutral score 4. These results are
in line with H7, although the evidence for finding the teaching
protocol intuitive is weaker, and participants might have a bias to
be positive given they are in a study. In fact, several participants
mentioned in their additional remarks that they had a good idea
of what traces to give, and the only frustrating part was the GUI
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Figure 9: Questions, answer distributions, and p-values (2-
sided t-test against the middle score 4) from the user study.
The p-values in orange are significant after adjusted formul-
tiple comparisons using the Bonferroni correction.

interface, which was necessary because in-person studies are not
possible during the COVID pandemic ("I know what it wants, but
the interface makes it difficult to give those exact traces"); perform-
ing the experiment as it was originally intended with the real robot
arm would have potentially alleviated this issue ("With manual
control of the arm it would have been a lot easier.").

Looking before and after the visualization, we notice a trend:
seeing the result seems to reinforce people’s belief that they were ef-
fective teachers (Q3, Q4), also noticed in their comments ("Surprised
that with limited coverage, it generalized pretty well."). Additionally,
in support of H6, we see significant evidence that users thought
the robot learned the correct feature (Q9-Q11).

Lastly, we wanted to know if there was a correlation between
subjective scores and objective performance. We isolated the “good
teachers” – the participants who scored better than average on all 3
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feature tasks in the objective metric, and compared their subjective
scores to the rest of the teachers. By running a factorial likelihood-
ratio test for each question, we found a significant main effect for
good teachers: they are more certain that the robot has learned a
correct feature even before seeing the results (Q3, p = .001), are
more inclined to think they were successful (Q4, p = .0203), and
find it significantly easier to teach features (Q7, p = .0202).

4.2 Reward Learning
The objective results in the previous section show that while users’
performance degrades from expert performance, they are still able
to teach features with a lot of signal. We now want to test how
important the user-expert feature quality gap is when it comes to
using these features for reward learning.

4.2.1 Experimental Design. We take the features learned from the
user study, and perform reward learning with them.

Manipulated Variables. Wemanipulate the learningmethod, FERL
or ME-IRL, just like in Sec. 3.2. Because corrections and demonstra-
tions would be very difficult in simulation, we use for ME-IRL the
expert data from the physical robot. For FERL, we use the user data
from the simulation, and the expert corrections that teach the robot
how to combine the learned feature with the known ones. Note that
this gives ME-IRL an advantage, since its data is both generated by
an expert, and on the physical robot. Nonetheless, we hypothesize
that the advantage of the divide-and-conquer approach is stronger.

Dependent Measures. We use the same objective metric as Reward
Accuracy in the expert comparison in Sec. 3.2: the learned reward
MSE to the GT reward on STest.

Hypothesis. H8: FERL learns more generalizable rewards than
ME-IRL even when using features learned from data provided by
non-experts in simulation.

4.2.2 Analysis. Fig. 8 (right) illustrates our findings for the reward
comparison. In the figure, we added FERL with expert-taught sim-
ulation features for reference: we subsampled sets of 10 from 20
expert traces and trained 12 expert features for each of our 3 task
features. We see that, even though ME-IRL was given the advantage
of using physical expert demonstrations, it still severely underper-
forms when compared to FERL with both expert and user features
learned in simulation. This finding is crucial because it underlines
the power of our divide-and-conquer approach in reward learning:
even when given imperfect features, the learned reward is superior
to trying to learn everything implicitly from demonstrations.

We verified the significance of this result with an ANOVA with
the learning method as a factor and the task as a covariate. We
found a significant main effect for the learning method (F(1, 62) =
41.2477, p < .0001), supporting our H8.

5 DISCUSSION
In this work, we proposed FERL, a framework for learning rewards
when the initial feature set cannot capture human preferences. We
introduced feature traces as human input for learning features from
raw state. In experiments and a user study, we showed that FERL
outperforms deep reward learning from demonstrations (ME-IRL)
in data-efficiency, generalization, and sensitivity to input data.

Potential Implications for Learning Complex Rewards from Demon-
strations. Reward learning from raw state space with expressive
function approximators is considered difficult because there exists a
large set of functions 𝑟𝜃 (𝑠) that could explain the human input, e.g.
for demonstrations many functions 𝑟𝜃 (𝑠) induce policies that match
the demonstrations’ state expectation. The higher dimensional the
state 𝑠 ∈ R𝑑 , the more human input is needed to disambiguate
between those functions sufficiently to find a reward 𝑟𝜃 which accu-
rately captures human preferences and thereby generalizes to states
not seen during training and not just replicates the demonstrations’
state expectations as in IRL. We are hopeful that our method of col-
lecting feature traces rather than just demonstrations has potential
implications broadly for non-linear (deep) reward learning, as a
way to better disambiguate the reward and improve generalization.

While in this paper we focused on adapting a reward online, we
also envision our method used as part of a "divide-and-conquer"
alternative to IRL: collect feature traces for the salient non-linear
criteria of the reward, then use demonstrations to figure out how
to combine them. The reason this might help relative to relying on
demonstrations for everything is that demonstrations aggregate
a lot of information. First, by learning features, we can isolate
learning what matters from learning how to trade off what matters
into a single value (the features vs. their combination) – in contrast,
demonstrations have to teach the robot about both at once. Second,
feature traces give information about states that are not on optimal
trajectories, be it states with high feature values that are undesirable,
or states with low feature values where other, more important
features have high values. Third, feature traces are also structured
by the monotonicity assumption: they tell us relative feature values
of the states along a trace, whereas demonstrations only tell us
about the aggregate reward across a trajectory. These might be the
reasons for the result in Fig. 6, 7, 8 (right), where the FERL reward
generalized better to new states than the demonstration-only IRL.

Limitations and Future Work. Due to the current pandemic, our
user study is in a simulated environment instead of in person with
the real robot, and most of our users had technical background.
While our study still provides evidence that non-expert users can
use FERL to teach good features, it is unclear how people with-
out technical background would perform. Further, we only tested
whether users could teach features we tell them about, so we still
need to test whether users can teach features they implicitly know
about (as would happen when intervening to correct the robot).

Even if people know the missing feature, it might be so abstract
(e.g. comfort) that they would not know how to teach it. Moreover,
with the current feature learning protocol, they might find it cum-
bersome to teach discontinuous features like constraints. We could
ease the human supervision burden by developing an active learn-
ing approach where the robot autonomously picks starting states
most likely to result in informative feature traces. But for such
complex features, it may be more effective to investigate combining
feature traces with other types of structured human input.

Lastly, while we show that FERL works reliably in 27D, we want
to extend it to higher dimensional state spaces, like images. Ap-
proaches that encode these spaces to lower dimensional represen-
tations or techniques from causal learning, such as Invariant Risk
Minimization [1], could help tackle these challenges.
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